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The global economy is increasingly becoming a digital economy. By extension, this also means it is an increasingly
algorithmic one. Algorithms drive much of the digital technology used in, among other things, e-commerce,
communication and social media, transportation, high tech manufacturing, and advances in medical care. And they
underlie the rapid advances occurring in artificial intelligence (Al) that are only likely to usher forth even greater
economic transformations. [7]

Alongside the brisk development of artificial intelligence and the growth of the digital or algorithmic economy, the
major firms driving technological and economic change have drawn increased attention from competition
authorities and consumer protection regulators around the world. With a changing economy that relies more on
digital algorithms, antitrust law and other forms of regulation have begun to react to these new realities—both by
applying existing legal rules to new forms of economic activity and by adapting law and regulation to address the
problems and evolving needs of an algorithmic economy. [2]

The transition to a digital or algorithmic economy is reflected in various measures of the growth of digital technology.
Internet penetration has reached nearly 70 percent of the global population, with a comparable proportion now
connected to the internet or telecommunications networks through mobile devices. [3] In the United States, direct
measures of the digital sectors of the economy—such as software and hardware infrastructure, e-commerce, and
various cloud-based, digital, and telecommunications services—indicate that they amount to about 10 percent of U.S.
gross domestic product (GDP) and translate to at least 8 million jobs. Still more striking, the pace of growth in these
digital sectors—around 10 percent—vastly outpaces the overall economic growth. And this is just a direct measure of
digital economic activity. If one considers the indirect impacts—or what researchers have sometimes called “digital
spillovers” that enhance other parts of the economy—the impact is even greater. One analysis of both the direct and
indirect impacts on the global economy has estimated that about 25 percent of global GDP will be attributable to
digital technology by 2025.

In this context, it is little surprise then that, out of the world’s ten largest companies based on market capitalization,
seven are digital technology or e-commerce firms: Apple, Microsoft, Alphabet, Amazon, NVIDIA, Tesla, and Meta. [4]
It is thus also hardly surprising that—for better or for worse—these firms, and others like them, are increasingly
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occupying the attention of competition authorities and consumer protection regulators around the world.

With this Foreword, we have been asked by the editors to draw out highlights from the last two years’ worth of
coverage in Concurrences of major antitrust-related legal developments occurring around the world. Without
necessarily endorsing or rejecting any of the various policies or proposals that have occurred in recent years, this
Foreword organizes and describes key legal developments covered in Concurrences that have arisen in response to
the growth of the digital economy. It may well be that the very growth of this sector is a reason notto apply some of
the antitrust responses described here. Or we could eventually find that these responses are not strong or expansive
enough in the face of the growth of large digital firms. These are important questions—perhaps the most important
ones. We express the hope that an account like the one we offer with this Foreword might provide some perspective
with which to understand better, and make more considered judgments about, the direction of competition law and
policy in the years ahead. The developments we describe here seem likely to constitute the leading edge of future
debates over competition and consumer protection regulation in the digital or algorithmic economy.

To date, debate over legal and regulatory changes has tended to focus on governmental oversight of digital firms,
whose growing size and business practices have given rise in some quarters to concerns that have implicated merger
policies as well as policies of fair competition and consumer protection. In Part | of this Foreword, we detail some of
the major legal changes or proposed changes that have targeted these new technology firms. These are the actions
that have received most of the coverage in Concurrences—and likely because this is where most of the action has
occurred so far in regulatory circles. Although many of the targeted digital firms deploy services that use algorithmic
tools, competition authorities have not yet begun to regulate algorithmic services themselves as much as the firms
that make use of them. And even though the specifics of some of the regulatory actions targeting digital firms can be
said to be distinctive in their targeting of online and other digital businesses, many of the concerns underlying
regulatory actions or proposals have been, to date, similar to those that have long applied to general business
activity.

In Part Il, we highlight an aspect of antitrust that might become truly novel in an increasingly algorithmic economy:
the targeting of antitrust law and principles to actions driven by algorithms themselves. As algorithmic tools come to
automate economic transactions and autonomously make business decisions, the object of governmental oversight
may well shift from the traditional focus on human managers to machine ones—or perhaps to the human designers
of machine-learning “managers.” This is an emerging possibility which to date can be most saliently seen in the
context of self-preferencing algorithms. Although antitrust enforcers appear thus far to target types of self-
preferencing behaviors that have emanated from human decisions rather than fully independent algorithmic ones, it
is not hard to conceive of a future in which Al autonomously drives business decisions in problematic,
anticompetitive directions or that operate on their own to charge supracompetitive prices. The discussion in Part Il
points to concerns that antitrust regulators seem increasingly likely to confront in the future.

Finally, in the face of a future that seems likely to be dominated by algorithmic transformations throughout the
economy, antitrust regulators can expect to face a growing need themselves to develop and rely upon artificial
intelligence and other algorithmic tools. The idea of using digital algorithms to aid with antitrust policymaking and
enforcement has received, as best we can tell, very little if any coverage in Concurrences over the last two years. But
it seems to us that the possible use of algorithms by antitrust authorities is likely to represent the next frontier when
it comes to the intersection of antitrust and algorithms. For that reason, in Part Ill, we sketch out the possibility that
regulators themselves will need to decide whether or how to use algorithms as tools for improving governmental
oversight of market activity. The transition to an algorithmic economy, in the end, not only raises new sources of
concern about competition and consumer protection, but may also provide government with new opportunities to
advance the goals of fair and efficient competition.
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I. Oversight of Digital Firms

The massive size of global digital firms has given rise to considerable angst among many policymakers and
members of the public, with calls for more robust oversight by government antitrust authorities occurring around the
world. [5] In response, some authorities have started to take action—whether for good or for ill. Over the last two
years, these actions have tended to fall into two categories: (A) merger enforcement and regulation, and (B) policies
intended to promote fair competition and consumer protection.

A. Merger Regulation

Some competition authorities appear to be moving toward broader enforcement of laws related to mergers and
acquisitions, with the largest digital technology firms coming into regulators’ crosshairs in important ways. Recent
regulatory developments in jurisdictions around the world reflect an increased desire to scrutinize mergers and
acquisitions by digital firms. Certain new and proposed rules have, for example, lowered thresholds of pre-merger
notifications and increased the scrutiny of potential anticompetitive effects. Developments in the United Kingdom,
Canada, China, and the United States are illustrative of changes which will undoubtedly have implications for digital
technology firms.

1. U.K. Oversight of Digital Firms

In 2022, the U.K. government published a response to a 2021 consultation on a new competition regime aimed at
proactively shaping the behavior of technology firms. [6] This announcement explained that the U.K's Competition
and Markets Authority (CMA) had created a new Digital Markets Unit (DMU) that would seek to enforce antitrust rules
against “a small number of firms with substantial and entrenched market power”—that is, those firms that possess
what the U.K. authorities deem to be a strategic market status (SMS).

Although this announcement did not alter the threshold for government intervention in private mergers, it did create a
mandatory reporting requirement to the CMA for significant transactions by SMS firms. Future legislation may set out
specific conduct requirements for these firms to promote objectives of fair trading, open choices, and trust and
transparency. The U.K. government’s announcement also asserts that the DMU will have broad discretion to address
the root causes of a firm’s entrenched market power, such as through ownership separation remedies. The DMU
could impose fines of up to 10 percent of a firm's global turnover, with an additional 5 percent for continued
breaches.

2. Canadian Antitrust Regulatory Reform

In 2022, Canada’s federal Ministry of Innovation, Science and Industry announced that it would review the Canadian
Competition Act for potential reforms to modernize in response to the digital marketplace. [7] The announcement set
forth potential changes to merger review by extending the limitation period for challenging mergers as well as
lowering the threshold for pre-merger notification and scrutinizing the efficiencies defense to anticompetitive
mergers. The changes are also anticipated to account for labor issues and the impacts that mergers may have on
workers. Canada also has suggested that future modifications may occur to rules governing unilateral conduct, such
as by lowering the standard for anticompetitive conduct to an “appreciable risk” rather than a “likelihood of harm” in
lessening competition. [8] Rules related to competitor collaboration—e.g., those prohibiting buy-side coordination,
tacit collusion, and deceptive digital advertising—may be forthcoming as well. [9]
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3. China’s Anti-Monopoly Regulations

In 2023, China's State Administration for Market Regulation (SAMR) issued four regulations implementing
amendments to its Anti-Monopoly Law. These four regulations address monopoly agreements, abuse of dominance,
merger review, and administrative monopolies. [70 The portions of the new regulation related to mergers stand in
contrast to those of EU antitrust rules in not providing a precise definition of a “controlling right,” a key merger filing
criterion. Although a prior draft had included the definition as “the right to decide or veto the appointment/dismissal
of senior management, the financial budget, or the business plan,” the final merger regulation only provides general
guidance that calls for consideration of factors such as “transaction purpose, changes in shareholding structure,
voting rights, appointment of senior management, agreements to act in concert, material commercial relationships
and cooperation agreements.” [17]

4. Draft Merger Guidelines in the United States

Most recently, in July 2023, the U.S. Department of Justice and Federal Trade Commission (FTC) released Draft
Merger Guidelines for public comment. These guidelines, which would replace the previous 2010 Horizontal Merger
Guidelines and 2020 Vertical Merger Guidelines, would apply across the board to all firms, but they will also certainly
hold implications for digital firms. [7] The Draft Merger Guidelines themselves acknowledge the growing importance
of platform competition, distinct from traditional market structures. [73] They set forth a series of thirteen core
principles or guidelines, such as that mergers should not substantially lessen competition, significantly increase
concentration in already highly concentrated markets, or entrench or extend a dominant position. [74 The draft
indicates that when a merger involves a multi-sided platform, the agencies will examine competition between
platforms, on a platform, or to displace a platform. Under certain circumstances, the agencies would also examine
whether a merger might substantially lessen competition for workers.

B. Fair Competition and Consumer Protection

In addition to changing or proposing changes to merger policies, global competition authorities have grappled with
other consumer- and competitor-related concerns stemming from dominant digital technology and platform firms.
Some competition authorities have taken actions in the name of consumer protection. In a complaint filed in federal
court in June, 2023, for example, the U.S. FTC filed suit against Amazon over allegations related to its marketing of
and cancellation mechanism for Amazon Prime. [75] The FTC alleges that “Amazon has knowingly duped millions of
consumers into unknowingly enrolling in Amazon Prime [through] manipulative, coercive, or deceptive user-interface
designs known as ‘dark patterns’ to trick consumers into enrolling in automatically-renewing Prime
subscriptions.” [16] These sorts of dark patterns—although likely enhanced by the digital nature of the platform—boil
down to marketing concepts akin to those historically addressed by antitrust regulators.

Other legislators and regulators have adopted or proposed sector-specific or problem-specific legal changes. The
European Parliament, for example, has been particularly active in adopting or considering new laws related to the
digital and algorithmic economy. In addition to putting forward a series of regulations or proposals related to
cybersecurity, data governance, artificial intelligence, and fair access to and use of data, [77 the European Parliament
in 2022 adopted a Digital Services Act (DSA) and a Digital Markets Act (DMA). [78 The new DSA and DMA aim to
address a range of regulatory concerns posed by digital marketplaces and to set guidelines for tech companies as
they do business in the European Union. [79] The two acts were formally adopted by the European Parliament in May
2022 and later affirmed by the European Council. [2d The DMA entered into force in November 2022 and began
applying in May 2023. [27] The DSA also entered into force in November 2022 and will generally start to apply
beginning in February 2024. [2
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1. EU Digital Services Act

The DSA seeks to set clearer obligations for digital service providers that store and disseminate information to the
public. These measures include new obligations for platforms to react to online illegal content uploaded by users—
although the DSA does maintain an exemption of liability for service providers. The DSA also includes provisions
related to traceability, consumer protection audits, increased transparency on algorithms for content moderation, and
prohibitions on misleading practices and targeted advertising to children. [23] The DSA also asserts that large online
platforms with over 45 million monthly active users have influence on online safety, public opinion, and online
commerce, and thus it subjects them to stricter obligations to mitigate these types of systemic risks. [24]

2. Digital Markets Act

The DMA sets ground rules for large digital platforms. It designates some platforms as “gatekeepers” subject to
increased scrutiny. [25] Gatekeepers are platforms that have a “significant impact” on the internal market, provide a
“core platform service” for business users to reach end users, and hold or are expected to hold an “entrenched and
durable position” in the market. [26] The DMA lists 10 “core” platform services covered by the law: online
intermediation services, online search engines, online social networking services, video-sharing platform services,
messenger services, operating systems, cloud computing services, online advertising services, web browsers, and
virtual assistants. [27] If companies perform any of these services, they are required to self-verify whether they also
have a “significant impact” on and an “entrenched and durable position” in the market. The European Commission will
then seek to confirm these self-verifications by reviewing the size of the provider, number of business users and end
users, potential barriers to entry, economics of scale, and structural market characteristics to make a decision about
whether a company constitutes a gatekeeper and is subject to additional regulations. In September 2023, the
Commission designated six companies—Alphabet, Amazon, Apple, ByteDance, Meta, and Microsoft—as gatekeepers
that must comply with DMA obligations. [28]

Gatekeeper platforms, for example, are obligated to comply with extensive interoperability obligations and standards
designed to allow business users to access the data they generate on the platform. They must also inform the
Commission about intended acquisitions and mergers and allow business users to access the platform’s services on
fair, reasonable, and non-discriminatory terms. [29 Gatekeeper platforms are prohibited from self-preferencing their
own services on their platforms as well as from preventing end users from easily un-installing software or
applications. These platforms are not allowed to process users’ data for targeted advertising without their explicit
consent, and they cannot prevent business users from offering the same products to end users through third-party
platforms at better terms and conditions. [34]

To enforce its provisions, the DMA allows the Commission to “require access to any data and algorithms of
undertakings and information about testing, as well as requesting explanations of them.” [31] The DMA also provides
for third parties to inform the Commission or even to bring a private enforcement action as to any practice or
behavior by gatekeepers that falls within the scope of the DMA. [32 The Commission can impose fines of up to 10
percent of the gatekeeper's global turnover or up to 20 percent in cases of repeated non-compliance.

Il. Antitrust Against Algorithms

In a variety of domains, it is becoming increasingly evident that certain kinds of algorithms can operate in what is
essentially an autonomous manner. Advances in computing power and capacity, combined with access to large
volumes of data, are increasingly fueling applications based on machine learning. These autonomously learning
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algorithms are raising questions about the future of the economy and the role of humans in it. With the release of
ChatGPT in the fall of 2022, for example, Al captured the world’s attention, raising concerns about the eventual
displacement of humans in a variety of professions from law to business.

When it comes to competition law and policy, it is clear that the machine-learning algorithms that drive Al
applications might sometimes facilitate, if not even exacerbate, certain kinds of anti-competitive market conduct,
including “ collusion, oligopolistic coordination, high unilateral prices, price discrimination, predation, selective pricing,
... and reducing the interoperability of datasets.” [33] Eventually, these algorithms themselves might autonomously
pursue and engage in this troubling conduct, even without being expressly programmed to do so by humans. As a
result, in addition to seeing regulators around the world impose new policies on the digital firms that have become
the leaders in developing products and services that run on algorithms, we also see officials taking an interest in
overseeing the algorithms themselves and monitoring the roles they may play in reducing competition or creating
other market problems.

Significantly, the U.K. government announced that its DMU will now be authorized to “ interrogate algorithms’ impact
on competition and require that firms carry out field trials (including A/B testing) to evaluate the impact of new
innovations or processes if necessary.” [34 The DMU will also be authorized to “request compliance reports from
SMS firms to assist their monitoring of compliance with the regime.” Firms that fail to comply with these information
requests may be subjected to fines of up to 1 percent of their global turnover—and even to have penalties imposed on
senior managers or to have directors disqualified from future service on corporate boards in the United Kingdom. [35]

In the United States, antitrust authorities have acknowledged the role algorithms might play in exacerbating
anticompetitive risks. Their Draft Merger Guidelines suggest concern about the use of pricing or monitoring
algorithms, as the “fujse of algorithms or artificial intelligence to track or predict competitor prices or actions likewise
increases the transparency of the market” which may allow rivals to respond more quickly and strongly through
collusive algorithmic pricing. [36] Indeed, the Justice Department announced a policy shift towards increased scrutiny
of information sharing and the use of pricing algorithms in the healthcare industry. [37 The Justice Department
withdrew three previous policy statements that established a “safety zone” that industry surveys on prices and wages
were unlikely to violate antitrust laws under certain circumstances. [38] Although this policy announcement was
limited to healthcare surveys of reimbursement rates and other similar information, the Justice Department appears
more generally to be willing to scrutinize the use of pricing algorithms that are capable of analyzing data and
predicting competitors’ strategies. [39

In addition, a variety of other competition authorities have started to take aim at algorithms that either are
programmed to, or autonomously learn to, engage in self-preferencing behavior. Self-preferencing itself is not
typically a per se antitrust violation. It occurs whenever ranking algorithms permit a platform to favor its own products
or services in a secondary market through favorable display and positioning. Legal decisions in several jurisdictions
now appear to be providing some guidance on how to evaluate anticompetitive effects of algorithmic self-
preferencing, beginning with targeting certain platform firms.

In November 2021, closing the chapter to a decade-long saga, the EU General Court upheld the European
Commission’s 2017 decision imposing a €2.4 billion penalty on Google for competition abuses related to Google
Shopping. [40 The Commission had found that Google favorably positioned and displayed its own comparison-
shopping service in its general search engine results pages, and that those of competing comparison-shopping
services were prone to being demoted by adjustment algorithms. Google had promptly filed for annulment, arguing
that its conduct had no anticompetitive effects. The Court rejected Google's argument, finding that, first, the unequal
treatment of results was not justified by any pro-competitive service improvements in ranking generic results and,
second, that Google had not demonstrated efficiency gains linked to that practice that would counteract negative
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effects on competition. [47] Although the Court reasoned that the mere extension of a dominant position to an
adjacent market did not itself constitute anticompetitive conduct, it accepted that Google’s conduct fell outside the
scope of competition on the merits. [44 Notably, the ruling represented a clarification by the high court that a
platform’s self-preferencing could still violate EU competition law even if it did not satisfy the strict requirements
under Bronner v. MediaPrint's “refusal to supply” doctrine (e.g., indispensability). [43]

The Court also rejected Google's proposed compliance mechanism. Google had characterized the Commission’s
concerns as ones about access to a design on Google's results pages known as “shopping units.” [44] Accordingly,
Google had chosen a remedy whereby rival comparison-shopping services would have access to the shopping units
through an auction mechanism. Three years later, 130 companies and 28 industry associations signed an open letter
arguing that if the Commission accepted Google's remedy as “equal treatment,” then the Commission would run “ the
risk of pre-defining and hence devaluing the meaning of any future legisiative ban on self-preferencing.” [45] In the
General Court's 2021 decision, it clarified that the proper inquiry concerned Google’s general search service by
means of access to general results pages for competing comparison shopping services. In other words, Google must
grant equal access to its general results page. [46]

Competition authorities in other countries have followed suit. Under a similar set of facts, in 2022, the Seoul High
Court upheld the South Korean Fair Trade Commission’s decision to sanction the local dominant comparison-
shopping platform NAVER for leveraging its market dominance in e-commerce through algorithmic manipulation that
favored NAVER's own open market service. [47] The South Korean Fair Trade Commission then promulgated
Guidelines for Review of Abuse of Dominance by Online Platform Operators, warning of competition concerns
created by self-preferencing algorithms. [48

A few weeks later, the Polish Office of Competition and Consumer Protection likewise issued decisions imposing
$210M PLN ($52M USD) in penalties on Poland’s popular online shopping platform, Allegro, for unlawfully abusing its
market position by favoring its own online store over its competitors. [49

Of course, not all countries have moved in this direction. Notably, in 2013, the U.S. FTC had found that Google’s
practices at issue in the European case did not violate U.S. law prohibiting unfair methods of competition. [50 In
2021, the Turkish Competition Authority rejected allegations that a Turkish online food delivery platform penalized
restaurants that worked with competing platforms by reducing their visibility, ratings, and advertisement access. [57]

Although many legal developments over the last two years center on digital services that have not been complicated
by algorithmic self-preferencing, competition authorities have signaled a willingness to impose harsher restrictions on
self-preferencing in the digital marketplace at large. An open question thus remains as to whether prohibitions or
other limitations on self-preferencing will become the norm on the global stage. Moreover, even in those countries
that adopt such restrictions, there will be questions about whether they reach beyond online shopping platforms.
Antitrust regulators appear cognizant that self-preferencing behavior can appear in a variety of sectors. Companies
involved in the internet of things (loT), for example, may engage in self-preferencing in pre-installation, default-setting,
and prominent placement of consumer loT services on smart devices or in relation to voice assistants. [54
Marketplaces have begun to deploy ranking algorithms that can further exacerbate a platform’s influence over
consumer purchasing decisions and rankings. [53]

Future litigation may arise in these other domains where algorithmic self-preferencing may arise. Overall, algorithmic
business activity of all kinds may well spur a series of important new questions. When it comes to information-
sharing between competitors, for example, existing rules have been developed with humans in mind as the regulatory
target. Will current limits on information that may keep humans from collusive behavior be sufficient to protect
against Al-driven collusion when machine-learning algorithms can find patterns in information that humans see as
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totally unconnected to prices? Another interesting—even foundational question—will likely arise over whether an
algorithm can itself commit an antitrust violation at all, at least under current rules that target antitrust obligations to
“persons.” [54 Should humans be held responsible at all if collusive behavior emerges autonomously from
algorithms that have never been programmed or instructed to engage in such behavior? These are some of the
questions that are likely to confront regulators and courts in an increasingly digitally based, algorithmic economy.

l1l. Algorithms for Antitrust

The bulk of the legal profession’s attention to antitrust and algorithms has focused on how competition authorities
should respond to market activity by digital firms or by the algorithms that private firms deploy. But algorithms can
and ought to be of interest to lawyers and antitrust regulators also because of the ways that they may improve
governmental oversight of market behavior. [55 With more of the private sector relying on artificial intelligence and
other digital tools than ever before, it only makes sense that regulators also need to start relying on similar tools, if
for no reason than simply to keep pace with the increasing speed and subtlety of private market activity. [56]

In other regulatory domains, government officials have started to harness the power of artificial intelligence tools to
improve their performance. In the face of the great number of regulated entities and complex transactions—more
than a government agency has capacity and staff to monitor at all times [571—a common and perennial challenge
facing regulators has been deciding how to allocate limited monitoring and enforcement capabilities to their greatest
effect. To address this challenge, regulators in other domains have started to rely on artificial intelligence. For
example, tax authorities have begun to use machine-learning algorithms to unearth tax malfeasance, and securities
regulators are starting to use similar algorithmic tools to detect where fraudulent transactions are likely to have
occurred. [58] One research study has shown that environmental regulators can use artificial intelligence to enhance
their ability to identify water quality violators by a staggering 600 percent. [59

Competition regulators are inevitably confronted with a similar challenge. The volume of transactions and firms that
could be involved in anticompetitive behavior at any one time far exceeds any regulator's capacity for direct
monitoring and enforcement. Contemporary machine-learning techniques offer the potential for these antitrust
organizations to pinpoint questionable practices and thereby more efficiently deploy their intrinsically limited
oversight resources.

In the face of both the longstanding problem of simply being outnumbered as well as the many new challenges
created by private sector reliance on algorithms, antitrust authorities must seek to improve their own data analytic
capacities if they are to be agile and vigilant in protecting consumers in an increasingly algorithmic economy. Some
antitrust regulators are starting to take note. The U.S. Department of Justice’s Antitrust Division has indicated that it
is seeking to expand its “capabilities and engagement in emerging technologies relevant to antitrust
enforcement.” [60] The U.K. Competition and Markets Authority has indicated that it is taking an interest in machine
learning algorithms. [67] And in 2023, the Chinese SAMR indicated that it intends to explore the use of technical
means to promote “smart supervision,” potentially aiming to automate merger control through online-monitoring
systems to detect certain transactions by companies. [62

Taking full advantage of new algorithmic tools—and using them responsibly—will be a significant challenge facing
antitrust authorities in the future. [63] They will need to develop their own sufficient in-house capacity to use
algorithmic tools or find and adequately supervise third-party contractors. [64 No matter where they find the
expertise in data analytics, regulators will also need to be able to specify clear objectives for their algorithms, and
they will need both adequate and timely data and sufficient computing hardware and data storage capabilities. They

This document is protected by copyright laws and international copyright treaties. Non-authorised use of this document constitutes a violation of the publisher's rights and may



Concurrences

Antitrust Publications & Events

will need to address cybersecurity along with protection of private and confidential business information. Lastly,
antitrust regulators will need to establish auditing and validation practices to ensure that their tools are working as
intended and are free of untoward bias. [64]

Conclusion

We live in a global economy that is increasingly based on digital algorithms. Antitrust regulators today and in the
future will be, in important ways, regulators of algorithms: overseeing the firms that use them and, because certain
types of algorithms can autonomously drive market behavior, scrutinizing algorithms themselves. In some cases,
vigilant enforcement of existing antitrust laws will be needed. And in other cases, new laws and regulations will likely
be needed too.

As the pages of this Concurrences special issue demonstrate, regulators around the world are assuming a role as
overseers of the growing algorithmic economy, raising important questions about what role antitrust should exactly
play in response to digital technology firms. Although we have taken no position here on that question, the sampling
of new laws and regulatory proposals we have highlighted in this Foreword does reveal that an array of competition
and consumer protection authorities are starting to develop answers for themselves and for the members of the
public who they serve. At present, although the technologies these regulators confront are certainly new, the goals
adopted by regulators are often quite familiar: combatting inefficiencies and protecting consumers’ welfare.

Achieving these and other regulatory objectives in the future will call for ongoing vigilance. As important as it may
sometimes be to create new rules or take high-profile enforcement actions, antitrust authorities, like other regulators,
cannot expect any one action to be decisive in solving all problems that are emerging in the digital and algorithmic
transformation that lies ahead. The success of antitrust in the algorithmic economy will surely depend on
governmental authorities’ continuous efforts at improvement for years to come and their ability to remain agile and
aware in the face of a highly dynamic world.

The authors gratefully acknowledge helpful comments from Herb Hovenkamp and Gus Hurwitz.

Note from the Editors: although the e-Competitions editors are doing their best to build a comprehensive set of the leading EU
and national antitrust cases, the completeness of the database cannot be guaranteed. The present foreword seeks to provide
readers with a view of the existing trends based primarily on cases reported in e-Competitions. Readers are welcome to bring any
other relevant cases to the attention of the editors.
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